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Abstract
Today, the multimedia over IP (MoIP) network has become a cost-effective and efficient alternative to the public switched 
telephone network (PSTN). Free applications for multimedia transmission over the Internet have become increasingly popu-
lar, gaining considerable popularity around the world. This communication consists of two phases, i.e., signaling phase and 
media exchange phase. The SIP protocol is responsible for the MoIP network signaling to provide services such as VoIP, 
voice and video conferencing, video over demand (VoD), and instant messaging. This application layer protocol has been 
standardized by the IETF for initiating, managing, and tearing down multimedia sessions and has been widely used as the 
main signaling protocol on the Internet. The signaling and media are handled by SIP proxies and network switches, respec-
tively. One of the most critical challenges in MoIP is the overloading of SIP proxies and network switches. Because of these 
challenges, a wide range of network users experiences a sharp drop in service quality. Overload occurs when there are not 
enough processing resources and memory to process all the messages due to the lack of proper routing. This study aims to 
model the routing problem in MoIP by providing a framework based on software-defined networking (SDN) technology and 
a convex mathematical programming model to prevent overload. The proposed framework is simulated and implemented 
using various scenarios and network topologies. The results show that throughput, latency, message retransmission rate, and 
resource consumption have improved using the proposed approach.

Keywords Networking and computing resource allocation · Multi-objective optimization · Software-defined networking · 
Overload control · Voice over IP (VoIP) · SIP servers

1 Introduction

Nowadays, interest in multimedia over IP (MoIP) networks 
has increased significantly. The breadth and variety of ser-
vices provided by IP networks have resulted in the network 
integration using various technologies to provide MoIP 
networks (Rosenberg et al. 2002, 2008). Communication in 
this network consists of two main phases, i.e., signaling and 
media phases. The SIP protocol has developed extensively 
for VoIP-based voice and video call signaling (Nahum et al. 
2007). SIP is considered as a signaling protocol in the IP 
multimedia subsystem (IMS), which is the proposed signal-
ing platform for the next generation of the networks (Ohta 
2008; Noel and Johnson 2007). Furthermore, 3G and 4G 

wireless technologies are now being used more and more 
by the carriers. As a result, almost all mobile phones and 
devices will have to support the SIP protocol as the signaling 
protocol for multimedia sessions soon (Ohta 2004; Gurbani 
and Jain 2004; Pascual 2009). After the signaling phase, 
the media phase is considered for the multimedia exchange. 
The information required for initiating a session between the 
caller (or UAC) and callee (or UAS) is exchanged before the 
session through SIP signaling. SIP signaling is performed 
through the transfer of request and response messages by 
the SIP proxy servers (Hilt and Widjaja 2008). The route 
of the request and response messages does not depend on 
that of the media. The media is transmitted through network 
switches by the RTP protocol. Therefore, signaling messages 
pass through both network switches and SIP proxies, while 
media messages only pass through network switches. Mes-
sages require routing to reach the destination, i.e., callee 
(McGregor et al. 2006; Hilt et al. 2011; Gurbani et al. 2014; 
Shen and Schulzrinne 2010).
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SIP proxies and network switches are responsible for 
routing the  7th and  3rd layers of the messages, respectively 
(Schulzrinne et al. 2002). Improper routing of messages 
results in the misuse of SIP proxy resources as well as 
network switches. Since the two phases operate indepen-
dently, routing and resource management are also performed 
independently at two levels, i.e., SIP proxies and network 
switches (Lindholm et al. 2007; Cortes et al. 2004). Besides, 
this type of routing is distributed among all switches and 
proxies. Therefore, improper routing eliminates a global 
view of the entire network as a single network, which results 
in an overload phenomenon that directly affects the network 
throughput. The overload phenomenon in MoIP Leads to a 
drop in the network throughput to zero (Ohta 2008; Wanke 
et al. 2007). Therefore, using proper and centralized resource 
management is necessary. In other words, resources in MoIP 
are divided into two categories of computing resources (SIP 
proxy servers) and networking resources (network switches), 
which should be centrally managed to perform a proper 
resource-based routing.

Therefore, the MoIP network consists of a network of 
SIP proxies that route signaling messages to the destination 
hop-by-hop using the header of the  7th layer (Gokhale and 
Lu 2005; Chi et al. 2008). The network itself is located on 
a network of traditional switches that are responsible for 
routing messages through the header of the  3rd layer (Chi 
et al. 2008). Unfortunately, in this traditional structure, rout-
ing is distributed and is performed without the integrated 
consideration of computing and networking resources, as 
well as having remarkable complexities (Pesch et al. 2005). 
As mentioned earlier, improper routing causes an overload, 
which has serious consequences for the network.

The traditional structure of SIP proxies is shown in 
Fig. 1. In this structure, each SIP proxy independently has 
an overload control unit, including a load control function, a 
monitor, and an actuator (Homayouni et al. 2009). The SIP 
processor is also responsible for investigating the SIP mes-
sages and their routing. In this structure, the detection and 
elimination of the overload occur in the collaboration of all 
proxies. The traffic load statistics are shared locally among 
the proxies. The lack of a central controller in this structure 

causes unawareness about the topology and total resources 
of network (Ram et al. 2008; Xia et al. 2014; Montazerol-
ghaem et al. 2017).

In this paper, a centralized overload control framework 
for the SIP network is proposed using the SDN concept 
(Nunes et al. 2014). This framework is an integrated con-
cept for the management of all computing and networking 
resources. Using SDN, which is a new network architecture, 
the entire network and its components are seen as a single 
virtual network that can be controlled using designed soft-
ware and application programming interfaces (APIs) (Kreutz 
et al. 2014; Bera et al. 2019). Therefore, a communication 
protocol between software and hardware is necessary, which 
led to considering the OpenFlow protocol (Qu et al. 2020). 
Any network component that supports this protocol can be 
located on the SDN network. The SDN architecture has sev-
eral features, namely, configuration upgrade, performance 
improvement, dynamics, integrated resource and power 
management, traffic management, programming capability, 
cost reduction, and high accessibility (He et al. 2019). SDN 
architecture consists of three main components, i.e., data 
plane, control plane, and application plane. The data plane 
includes network devices such as routing devices, switches, 
etc., so that they do not have a control or software unit for 
automatic decision making. The intelligent unit of the net-
work is located in the SDN controllers that maintain the 
overall structure of the network (control plane). The applica-
tion plane includes a group of applications such as routing, 
firewall, load balancing, monitoring, and so on. The com-
munication protocol between the planes is a set of standard 
Open APIs, including the OpenFlow protocol. With such 
interfaces, the controller is capable of programming the 
heterogeneous devices of the network dynamically (Bonfim 
et al. 2019).

1.1  Contributions

The main contributions of this study are as follows:

• Preventing overload and load distribution in the SIP net-
work through integrated resource management;

• Designing an SDN-based centralized framework for rout-
ing at both switch and proxy levels;

• Mathematical modeling of the routing problem in SIP 
networks in two phases of signaling and media;

• Developing the proposed mathematical model for routing 
to satisfy complementary constraints, including energy 
constraints and link costs;

• Implementing and simulating the proposed framework 
in a real experiment platform and evaluating the perfor-
mance of the framework using a variety of scenarios;

Therefore, the following objectives can be achieved:

Fig. 1  Traditional SIP proxy structure
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(a). Increasing the total throughput of the SIP network,
(b). Reducing the latency in initiating a session,
(c). Routing in proxies and switch routes for load 

distribution.

1.2  Organization

The paper is organized as follows: in Section 2, we provide 
an overview of the related works. Proposed approach, sys-
tem model, and problem formulations are given in Section 3. 
Section 4 presents the performance evaluation. The conclu-
sion and future work are given Section 5.

2  Related Work

According to the literature, a large part of previous studies in 
this area has tried to solve the overload problem by redesign-
ing the traditional overload control system shown in Fig. 1. 
The proper network design and load distribution among SIP 
proxies are one of the factors to prevent service failure in 
MoIP. An approach to eliminate the overload is to distrib-
ute new input traffic among the SIP servers based on their 
available capacity using a load balancer (Montazerolghaem 
et al. 2017; Jiang et al. 2012; Singh and Schulzrinne 2007). 
Therefore, the possibility of overload occurrence in a spe-
cific server decreases. However, these methods’ performance 
depends on the load balancer performance since all the sign-
aling traffic of the SIP network pass through it. In the case of 
severe overload, the occurrence of the overload even in the 
load balancer is possible, and therefore, its capacity should 
be increased using effective methods. Jiang et al. (2012) 
introduced three load distribution algorithms, namely, call-
join-shortest-queue (CJSQ), transaction-join-shortest-queue 
(TJSQ), and transaction-least-work-left (TLWL). In CJSQ, 
the amount of work that a server should do is estimated 
based on the number of sessions assigned to the server. The 
load balancer has a counter to count the assigned calls for 
each server. When a new Invite request (corresponding 
to a new call) is received, the request is assigned to a server 
that its counter shows the least number, and the number then 
increases by one. When the load balancer receives an Ok 
response to a Bye request in a call, the call process is com-
pleted by the server, and the counter number decreases by 
one. One of the limitations of this method is that the num-
ber of calls assigned to a server is not always an accurate 
measure of the server’s load. There might be long stopping 
(load-free) times between the call transactions. Besides, calls 
may consist of different numbers of transactions.

Therefore, in TJSQ, the load balancer routes the new 
call load to the server with the least number of active trans-
actions, instead of the one with the least number of active 
calls. In this situation, counters determine the number of 

transactions assigned to each server, and new calls are 
assigned to the servers with the least number shown by 
the counters. One of the limitations of this method is that 
all the transactions are weighted equally. In the SIP proto-
col, Invite transactions are more expensive than Bye 
transactions because the state machine of the Invite 
transaction is more complex than that of the Bye transac-
tion. Experiments show that Invite transactions cost 
ca. 75% more than Bye transactions (Jiang et al. 2012). 
In TLWL, the new call is routed to the server that has 
the least work to do. Here, work (or load) is based on the 
relative estimates of the transaction costs. In other words, 
in this method, the counters determine the total weighted 
transactions assigned to each server. Therefore, the new 
calls are assigned to the servers that have the lowest coun-
ter number. For example, if a server is processing Invite 
(with a relative cost of 1.75) and Bye (with a relative cost 
of 1.0) transactions, the server load will be equal to 2.75.

Montazerolghaem et  al. (2017) proposed the fixed 
weighted average response time (FWAR) and history 
weighted average response time (HWAR) algorithms for 
load distribution by the load balancer. These algorithms 
use the window and the response times of the SIP proxies 
to estimate the load of the proxies. In the FWAR algo-
rithm, the window size is fixed. However, in HWAR, a 
history of response times is kept in the windows using a 
mathematical model. Each SIP proxy has a correspond-
ing window in the load balancer. The contents of each 
window are the history of the proxy’s response time over 
time. HWAR is capable of registering an immense number 
of response time values. Singh and Schulzrinne (2007) 
introduced a load balancer for SIP using the hash func-
tion, in which the requests are routed based on the callee. 
In Ram et al. (2008) and Wu et al. (2007), a redundancy 
model has been proposed for load distributors in the SIP 
network. OpenAIS (Cheng et al. 2008) is introduced to 
monitor the status of downstream proxies, and the detected 
damaged proxy is quickly replaced with another proxy. In 
Kambourakis et al. (2006), a structure called Snocer is 
introduced for load distribution in SIP networks, in which 
the user can be connected to the load distributor if the 
access is provided. Otherwise, the user is connected to 
one of the network proxies directly or through DNS. In 
Cheng et al. (2008) and Kambourakis et al. (2006), backup 
servers have been used as redundancies. In Montagna and 
Pignolo (2008), the redundancy is classified into four 
types, namely, customer-based, DNS-based, IP-based, 
and database repetition-based redundancy. Moreover, the 
types of load division and distribution methods have been 
introduced using DNS, SIP identifier, proxies with the 
same address, and translator of the network address, and 
their performance is evaluated on a two-level architecture 
consisting of SIP proxies.
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As a conclusion of this section, it can be noted that 
almost all the previous approaches in this field are distrib-
uted, which results in complexity, performance decrement, 
and the lack of integrated and centralized resource manage-
ment. Existing SIP products are not based on SDN and net-
work softwarization concepts. As opposed to conventional 
hardware-centric products where hardware, protocols, and 
software components are embedded into a closed equip-
ment, the SDN control plane is implemented in software in 
the form of a logically centralized controller. The controller 
runs on a single or a set of servers, has a global view of the 
network, and makes traffic management decisions accord-
ing to operational policies. This is precisely what we intend 
to do in this paper. The success of VoIP depends heavily 
on real-time communication between the clients and the 
proxies. Data management is an important aspect of VoIP 
architecture. The handling of the vast amount of VoIP data 
is challenging using the usual data management methods 
due to the different constraints (such as resources, routing, 
QoS requirements, etc.). Hence, the dynamic and scalable 
communication network architecture is required to handle 
the seamless data generated by a sizably voluminous number 
of connected VoIP clients, which we have designed, imple-
mented, and evaluated this architecture in this paper based 
on the SDN concepts. These concepts are some of the best 
techniques to control such vast data to have a robust, reli-
able, and efficient large-scale VoIP communication network.

3  Proposed approach

Figure 2 depicts the proposed approach in this study. Fig-
ure 2a shows the overall structure of a SIP proxy consisting 
of two main elements. Depending on the overload control 
method, these elements are distributed throughout the net-
work to route messages and overload control. As mentioned, 
one of the most critical limitations of this network is its com-
plexity and poor performance. To solve these problems and 
according to the concept of SDN, this study introduces an 
SDN-based SIP network (Fig. 2b). In this regard, SIP proxy 
components are converted into simple programmable equip-
ment by OpenFlow agent. OpenFlow agent runs on network 

devices such as switches and SIP proxies. This interacts 
with a centralized SDN controller using the OpenFlow pro-
tocol. The OpenFlow agent translates OpenFlow commands 
into device specific actions. A centralized controller is also 
responsible for routing and controlling overloads throughout 
the network.

3.1  Proposed framework

Figures 3 and 4 show the proposed conceptual architecture 
and its details and modules, respectively. As can be seen, 
at the infrastructure level, there are two types of simple 
equipment based on the OpenFlow protocol, i.e., OpenFlow 
switch and OpenFlow proxy. In practice, network slicing 
occurs, and there is an integrated computing and networking 
equipment with the OpenFlow protocol at the infrastructure 
level. Furthermore, a central controller in the control level 
includes two units for simultaneous control of SIP traffic 
and media traffic. In practice, there is a centralized control 

Fig. 2  Evolution in the SIP network (a) traditional SIP network, (b) 
SDN-based SIP network (proposed approach)
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unit for integrated network management that has three mod-
ules, namely, optimizer, computational resource controller 
(CRC), and networking resource controller (NRC) (Fig. 4). 
Communication between control and infrastructure is per-
formed through OpenFlow protocol (Lara et al. 2013). We 
have used standard equipment that supports this protocol 
(version 1.5.1) (Nygren and et al. 2015).

There are two types of traffic in the infrastructure:
1- Signaling traffic (SIP messages) between proxies and 

switches;
2- Media traffic (RTP messages) between switches. A 

detailed description of the NRC, CRC, and optimizer mod-
ules is provided in the following.

− NRC:
The NRC module is responsible for collecting network 

information such as the topology of switches, links, as well 
as their available capacity and power.

− CRC:
The CRC module is responsible for collecting informa-

tion about the topology of proxies, as well as their available 
capacity and power.

− Optimizer:
The optimizer module includes a linear programming 

mathematical model for optimal allocation of resources of 
proxies and switches. The input of this module is from NRC 
and CRC modules. The objective of this resource allocation 
model is to maximize the admission of calls so that they can 
be distributed among the proxies and switches without over-
loading. In other words, due to constraints of SIP network 
resources, this model should perform the following steps to 
increase the total network throughput:

(a) increasing the number of admitted call requests in 
the network, and then, (b) distributing the admitted requests 
among the existing routes from source to destination with 
no overload occurrence, and (c) maximizing the throughput 
in media phase according to available resources of switches.

As a result, the problem of optimal resource allocation 
is performed in signaling and media phases. Logically, 
there are three sub-problems of controlling the admission 
of call requests, determining the optimal route of admitted 
requests, and determining the route of the media. Therefore, 
optimal answers for resource consumption in proxies and 
switches, call admission rate, and signaling and media routes 
for admitted calls should be provided. Table 1 shows the 
nomenclature in the proposed model.

Note that, at the beginning of each time interval � , 
each switch and proxy device transmits information to the 
controller (NRC, CRC) via the OpenFlow (data collec-
tion phase at time tg - gathering phase). Depending on the 
data received and the network state, the optimizer calcu-
lates and notifies the switches and proxies of the optimal 
values of load and network traffic at time tc (calculation 
phase) and at time tn (notification phase). The optimizer 

then enters idle mode. In this method, the times tn and tg 
could be ignored. Switch and proxy devices are certainly 
operating non-stop at every single time intervals � (service 
phase). SIP requests that reach the control unit at time � 
must wait for admitting and processing until the beginning 
of the next � time. This time could be ignored relative to 
the total time and could also be reduced by shortening the 
time �.

3.2  System model

In general, the number of SIP proxies and switches with 
constrained processing and memory resources in a SIP net-
work is equal to n and z, respectively. Each proxy or switch 
consumes its resources to initiate a session between its local 
users or users of different domains. In this system model, it 
is assumed that the binary and symmetric matrix Lkl includes 
the SIP network topology. In this matrix, Lkl = 1 indicates a 
physical link between the nodes k and l, while Lkl = 0 shows 
that there is no physical link between the two nodes. The ele-
ments in the main diagonal of the matrix are equal to zero. 
The square matrix ℂij indicates the number of call requests 
from the users in proxy i to the ones in proxy j. In this case, 
ℂ

ii and ℂij are the number of local requests of proxy i and the 
outbound requests of proxy i. Assume that the optimal num-
ber of admitted calls from proxy i to proxy j is Cij , so that 
Cij < ℂ

ij . Furthermore, �ij indicates the number of signaling 
requests from switch i to switch j, with an optimal value of 
Dij . The number of media requests between switches i and j 
is �̄ij with an optimal value of D̄ij . Xij

kv
 indicates the number 

of admitted requests from source i to destination j, which 
pass through two adjacent proxies of k and v (Xij

kv
≤ Cij) . 

Therefore, the total number of admitted requests from i to 
j is determined by Cij , so that Xij

kv
 indicates its distribution 

method among the routes between i and j. In this study, Xij

kv
 

is defined as the flow from source i to destination j, which 
pass through the routes k and v (Fig. 5).

Following is a list of categories of main notations.

• Admission:

– proxy:

∗ signaling:

⋅ℂ
ij : the number of signaling requests from the users in 

proxy i to the ones in proxy j.
⋅Cij : the optimal number of admitted signalings from 
proxy i to proxy j.
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Table 1  Key Nomenclatures
R Set of OpenFlow Proxies
S Set of OpenFlow Switches
H Set of Links
� Time Slot
n Number of Proxies
z Number of Switches
h Number of Links
� The proxy admission rate coefficient

 in the objective function
� The switch admission rate coefficient

 in the objective function (signaling phase)
� The proxy resource coefficient

 in the objective function
� The switch resource coefficient

 in the objective function (signaling phase)
� The switch admission rate coefficient

 in the objective function (media phase)
� The switch resource coefficient

 in the objective function (media phase)
� Link cost coefficient

 in the objective function
� The proxy power coefficient

 in the objective function
� The switch power coefficient

 in the objective function
�1, �1 Local call factor on proxy resources
�2, �2 Outbound call factor on proxy resources
�,� Call factor on switch resources
�, � Media factor on switch resources
� Call factor on proxy power
� Call factor on switch power
Lkl Network topology
�kl Link weight
Cij The proxy call admission

(number of calls established from proxy i to j)
ℂ

ij The proxy call requests
(number of calls requests from proxy i to j)

Dij The switch call admission
(number of calls established from switch i to j)

�
ij The switch call requests

(number of calls requests from switch i to j)
D̄ij The switch media admission

(number of media established from switch i to j)
�̄

ij The switch media requests
(number of media requests from switch i to j)

X
ij

kv
Signaling traffic flow
(the number of calls from i to j, which must be relayed from k to v)

Y
ij

kv
Media traffic flow
(the number of medias from i to j, which must be relayed from k to v)

p�
v

CPU usage of proxy v
P�
v

The strict bound of proxy v CPU
m�

v
Memory usage of proxy v
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– switch:

∗ signaling:

⋅�
ij : the number of signaling requests from switch i to 

switch j.
⋅Dij : the optimal number of admitted signaling from 
switch i to switch j.

∗ media:

⋅�̄
ij : the number of media requests between switches i 

and j.
⋅D̄ij : the optimal number of admitted media from switch 
i to switch j.

• Routing:

– X
ij

kv
 : the number of calls from origin i (proxy i) to destina-

tion j (proxy j), which must be relayed from proxy k to 
proxy v.

Each proxy or switch relies on the remaining amount of 
its resources, i.e., the processor and memory, to perform 

its operations. The remaining values of the processor and 
memory of the proxy or switch v are shown with P�

v
 , M�

v
 , P�

v
 , 

and M�
v
 , respectively. The controller is responsible for man-

aging these resources. At the beginning of each time interval 
� , each proxy or switch transmits the number of its new 
requests along with the Pi and Mi values to the controller 
through the OpenFlow protocol (data-gathering phase at the 
beginning of time interval � ). The controller computes the 
optimal values of the parameters Xij

kl
 , Dij , Cij , and resources 

according to the Lkl matrix, the information received, and 
using the linear programming model introduced below 
(computing phase). It then notifies the proxies for applying 
the values (notifying phase).

We prove that the overload controlling problem of sign-
aling and media in SIP networks is in the form of a mixed-
integer linear program (MILP) and is, therefore, NP-hard 
and suffers from high time complexity in large-scale scenar-
ios (Appendix A). So, by performing the relaxation on the 
proposed MILP model, the linear programming (LP) model 
can be presented as follows.

3.2.1  Signaling phase

In the following, a linear multi-objective model is introduced 
for the routing of signaling messages according to the problem 
constraints.

Subject to:

(1)

max �(

∑n

i=1

∑n

j=1
Cij

∑n

i=1

∑n

j=1
ℂij

) + �(

∑z

i=1

∑z

j=1
Dij

∑z

i=1

∑z

j=1
𝔻ij

)

− �(

∑n

g=1
p�
g

∑n

g=1
P
�
g

+

∑n

g=1
m�

g

∑n

g=1
M

�
g

)

− �(

∑z

f=1
p�
f

∑z

f=1
P�
f

+

∑z

f=1
m�

f
∑z

f=1
M�

f

)

Table 1  (continued)
M�

v
The strict bound of proxy v memory

e�
v

Power usage of proxy v
E�
v

The strict bound of proxy v power
p�
v

CPU usage of switch v for signalling
P�
v

The strict bound of switch v CPU for signaling
m�

v
Memory usage of switch v for signalling

M�
v

The strict bound of switch v memory for signaling
p̄𝜃
v

CPU usage of switch v for media
P̄𝜃
v

The strict bound of switch v CPU for media
m̄𝜃

v
Memory usage of switch v for media

M̄𝜃
v

The strict bound of switch v memory for media
e�
v

Power usage of switch v
E�
v

The strict bound of switch v power

k ji v

Fig. 5  Transmitting calls from the origin i to the destination j assisted 
by nodes k and v 



12988 A. Montazerolghaem 

1 3

Proxies constraints:

Switches constraints:

(2)Cij ≤ ℂ
ij,∀i, j ∈ R

(3)
n
∑

k=1

LkvX
ij

kv
=

n
∑

u=1

LvuX
ij
vu
,∀i, j, v ∈ R, i ≠ v, j ≠ v

(4)
n
∑

k=1

LkvX
iv
kv
= Civ,∀i, v ∈ R, i ≠ v

(5)
n
∑

u=1

LvuX
vj
vu
= Cvj,∀j, v ∈ R, j ≠ v

(6)Xii
kv
= 0,∀i, k, v ∈ R

(7)X
ij

ki
= 0,∀i, j, k ∈ R

(8)

�1C
vv + �2(

n
∑

i=1

n
∑

j=1

n
∑

k=1

LvkX
ij

vk

+

n
∑

i=1

n
∑

j=1

n
∑

k=1

LkvX
ij

kv
) ≤ p�

v
,∀v ∈ R

(9)

�1C
vv + �2(

n
∑

i=1

n
∑

j=1

n
∑

k=1

LvkX
ij

vk

+

n
∑

i=1

n
∑

j=1

n
∑

k=1

LkvX
ij

kv
) ≤ m�

v
,∀v ∈ R

(10)p�
v
≤ P�

v
,∀v ∈ R

(11)m�

v
≤ M�

v
,∀v ∈ R

(12)Dij ≤ �
ij,∀i, j ∈ S

(13)
z

∑

k=1

LkvX
ij

kv
=

z
∑

u=1

LvuX
ij
vu
,∀i, j, v ∈ S, i ≠ v, j ≠ v

(14)
z

∑

k=1

LkvX
iv
kv
= Div,∀i, v ∈ S, i ≠ v

(15)
z

∑

u=1

LvuX
vj
vu
= Dvj,∀j, v ∈ S, j ≠ v

Variables: Cij,Dij,X
ij

kl
, p�

v
,m�

v
, p�

v
,m�

v
≥ 0,∀i, j, k, l, v

In this model, the objective function is to maximize 
the throughput of proxies and switches, as well as reduce 
their resource consumption. Cij∕ℂij and Dij∕�ij indicate the 
ratio of the number of admitted requests to the number of 
total requests for proxy and switch, respectively. The third 
and fourth terms in the objective function represent the 
consumption of the resources, i.e., processor and memory 
of the proxies and switches, respectively, which should be 
minimized. The coefficients � , � , � , � indicate the degree 
of impact of throughput or resources in the objective func-
tion. Using these coefficients, a trade-off can be created 
between throughput and resources, so if the coefficients 
related to the throughput ( � and � ) are higher, the objective 
function seeks to maximize the throughput by consuming 
more resources. In contrast, if the coefficients related to 
the resources ( � and � ) are higher, the objective function 
seeks to minimize resource consumption.

Constraints are divided into two general categories: 
proxies constraints and switches constraints. Constraint 
(2) indicates that the maximum number of admissions is 
equal to the number of requests ( Cij ≤ ℂ

ij ). Constraint (3) 
creates a balance between the input and output flows in 
each proxy, which means that the sum of the input flows to 
the proxy v from source i to destination j should be equal 
to that of the output flow. Constraint (4) requires the sum 
of the input flows to the proxy v from source i, passing 
through the proxies in the route k to be equal to Civ . The 
next constraint distributes the sum of the output flows from 
server v to destination j among the servers adjacent to 
server v. Constraint (6) does not allow a flow of the same 
source and destination. Constraint (7) prevents forming 
loops in the route. Constraints (8) to (11) belong to the 

(16)Xii
kv
= 0,∀i, k, v ∈ S

(17)X
ij

ki
= 0,∀i, j, k ∈ S

(18)
�(

z
∑

i=1

z
∑

j=1

z
∑

k=1

LvkX
ij

vk
+

z
∑

i=1

z
∑

j=1

z
∑

k=1

LkvX
ij

kv
)

≤ p�
v
,∀v ∈ S

(19)
�(

z
∑

i=1

z
∑

j=1

z
∑

k=1

LvkX
ij

vk
+

z
∑

i=1

z
∑

j=1

z
∑

k=1

LkvX
ij

kv
)

≤ m�

v
,∀v ∈ S

(20)p�
v
≤ P�

v
,∀v ∈ S

(21)m�

v
≤ M�

v
,∀v ∈ S



12989Optimized software‑defined multimedia framework: networking and computing resource…

1 3

allocation of proxy resources. Constraint (8) indicates that 
the processor of the proxies with coefficients �1 and �2 is 
consumed to handle local and outbound calls. Constraint 
(9) shows that the memory of the proxies with �1 and �2 
coefficients is consumed to handle local and outbound 
calls.

The loose upper bounds of the optimal consumption of 
the processing and memory resources in the model are pv 
and mv , respectively, and their strict upper bound is equal to 
Pv and Mv , according to constraints (10) and (11).

Constraint (12) limits the admission of requests by switches 
to their capacity. Constraints (13) to (17) are defined to route 
traffic signaling in switches. Constraints (18) to (21) are also 
used to manage switch resources. Since the sides of equations 
(18) and (19) are not homogeneous, the coefficients � and � 
are used for normalization.

Finally, without overloading, the model seeks to increase 
the total network throughput through optimal resource allo-
cation. The total throughput is considered as the sum of the 
flows passing through the network. Therefore, according to 
the resources, the controller tries to maximize the admission 
of the calls so that it can distribute them among proxies and 
network switches.

3.2.2  Media phase

The next phase of the controller is media routing among the 
network switches. Therefore, the following linear model is 
proposed. The objective is to increase media throughput in 
the network of switches with minimal resource consumption.

Subject to:
Switches constraints:

(22)

max 𝜁(

∑z
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∑z

j=1
D̄ij

∑z
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f

∑z
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P̄𝜃
f
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f=1
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f
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f=1
M̄𝜃

f

)

(23)D̄ij ≤ �̄
ij,∀i, j ∈ S

(24)
z
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LslY
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LleY
ij
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,∀i, j, l ∈ S, i ≠ l, j ≠ l

(25)
z

∑
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LslY
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= D̄il,∀i, l ∈ S, i ≠ l

(26)
z
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LleY
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= D̄lj,∀j, l ∈ S, j ≠ l

Variables: D̄ij, Y
ij

sl
, p̄𝜃

l
, m̄𝜃

l
,≥ 0,∀i, j, s, l

In Eq. (22), the coefficients � and � create a trade-off 
between media throughput and resources. If � is greater 
than � , increasing the throughput will have a higher weight. 
Otherwise, the higher weight will belong to the reduction of 
resource consumption. Constraint (23) determines the maxi-
mum capacity of switches for media exchange. Constraints 
(24) to (28) are considered for media routing according to 
media traffic ( Yij

le
 ). Constraints (29) to (32) allocate resources 

to media routing. The coefficients � and � are used to normal-
ize equations (29) and (30).

3.2.3  Complementary constraints

To generalize the problem of optimal resource allocation, 
the complementary constraints are introduced below. These 
constraints are considered to the proposed models described 
above. These complementary constraints are introduced in 
two parts: first, to consider the cost for each link, and sec-
ond, to consider the power consumption of the proxies and 
switches.

The cost of each link: In this section, we look for a route 
with the lowest cost. Therefore, a weight is considered for 
each link ( �kl ). The matrix L̄kl represents the total weight of 
all network topology links (Eq. 33).

The objective function is also changed by Eq. (34) to achieve 
the route with the lowest cost. This equation seeks to reduce 
the cost of the route, in addition to maximizing the through-
put and minimizing the resources consumed.
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(33)L̄kl = �kl × Lkl
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Energy: The objective function (Eq. 35) results in a route 
with maximum throughput and minimum energy consump-
tion. For this purpose, power consumption reduction in 
proxies and switches should be considered. Constraint (36) 
consumes the remaining power of proxies on routing media 
messages1. The coefficient � is used to normalize this equa-
tion. Eq. (37) determines the maximum power of the proxies. 
In constraint (38), the routing of the switches is limited to 
their remaining power, and � normalizes the equation. Eq. 
(39) considers an upper bound for the power of the switches.

4  Performance evaluation

In this section, we describe the simulation process of the 
proposed approach and the implementation of its prototype. 
Also, the details and the results of the performance evalua-
tion are presented.
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4.1  Numerical results

To evaluate the proposed method, the topologies depicted 
in Fig. 6, along with three scenarios, namely, low-load, 
medium-load, and high-load scenarios, have been used in 
the MATLAB software environment. Scenarios ( ℂij,�ij,�̄ij ) 
are random values with the normal distribution. Also, each 
scenario is investigated with different states of � and � in 
the signaling phase (shown in F1 to F4), as well as different 
states of � and � in the media phase (shown in G1 to G4). 
The initial random values considered for Pv , Mv , and Ev were 
equal to 100, 512, and 350, respectively.

Fig. 6  The test topologies. Squares and circles indicate proxies and 
switches

1 Media is generally more energetic than signaling.
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4.1.1  First experiment—signaling phase

In this experiment, we evaluate the performance of prox-
ies and switches in the signaling phase. In this section, dur-
ing the experiments, several assumptions are considered: 
�1 = 0.02168, �2 = 0.07169, �1 = 0.02329, �2 = 0.08012,

� = 0.06345,� = 0.04635 . These parameters are tuned by 
the training process: we run data through the operations of 
the model, compare the resulting prediction with the actual 
value for each data instance, evaluate the accuracy, and adjust 

until we find the best values. Tuning is the process of maxi-
mizing a model’s performance without over-fitting or creating 
too high a variance. The improved performance reveals which 
parameter settings are more favorable (tuned) or less favora-
ble (untuned). In our experiments, we chose these values as a 
trade-off between fast convergence and responsiveness to input 
change. We ran various tests to tune these parameters.

Proxy: Fig. 7 shows the optimal values of p�
v
 , m�

v
 , and 

Cij for different states of F and in three scenarios and three 
topologies. According to the figure, in all scenarios and 
topologies, with the change of state from F1 to F4, resource 
consumption and the percentage of call admission increase 
since the ratio of the coefficients � and � to each other indi-
cates the importance of call admission or resource preserva-
tion. In F1, resource preservation is more important than in 
F4 and even causes a percentage of calls to be blocked. In 
contrast, in the state of F4, it is important to admit as many 
calls as possible, even if it costs the higher consumption of 
the resources. Using a trade-off for these coefficients, both 
the higher percentage of call admission and more appropri-
ate resource consumption can be achieved.

Although moving from scenario 1 (low load) to scenario 
3 (high load) increases the resource consumption, the input 
load to the network might increase so much that all the call 
cannot be initiated even with the consumption of all network 
resources (scenario 3 of F3 and F4 states).

Figure 8 shows the CPU consumption of proxies in the three 
topologies. Different combinations of F state and scenario are 
considered in this figure (e.g., F1S1 and F4S2). As can be seen, 
the load is distributed in a balanced form among the proxies, 
regardless of the type of topology and scenario. This is because 
the controller is aware of the remaining resources of the proxies 
and decides on load distribution and traffic routing accordingly. 
Similar trends are obtained for memory (Data are not shown).

Figure 9 depicts the effects of parameters � and � on 
processing resources, memory resources, local calls, and 
outbound calls. As shown in Figs. 9a, b, c, admitted local 
and outbound calls increase and decrease, respectively, by 
increasing �1 compared to �2 . The processor consumption 
also decreases because �1 is the coefficient of Cvv in Eq. (8) 
and handling local calls requires fewer resources. Since �1 is 
the coefficient of Cvv in the equation of memory allocation 
(Eq.  9), an increase in �1 increases the number of admit-
ted local calls (Fig. 9e). Increasing local calls requires less 
memory compared to outbound calls (Fig. 9d).

Switch: Fig. 10 shows the optimal values of p�
v
 , m�

v
 , and 

Dij for different states of G and in three scenarios and three 
topologies. G is a function of the coefficients � and � , which 
are the weights of “admission of the flows” and “resources 
of the switches”, respectively, in the objective function 
(Eq. 1). According to the figure, in all scenarios, by mov-
ing the state from G1 to G4, resource consumption and the 
percentage of call admission increase since the coefficient � 
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in G4 increases. Furthermore, moving from scenario 1 (low 
load) to scenario 3 (high load) increases resource consump-
tion. However, the results are independent of the topology 
and the controller performance is not affected by the topol-
ogy. This means that SDN can manage an extensive network 
of OpenFlow switches due to having a global view. 

CPU and memory consumption of switches in the signal-
ing phase for topologies N10 are given in Table 2. As can be 
seen in the table, the consumptions of resources in switches 
are very close to each other. For example, in scenario 1 and 
G4 state, the CPU consumption of all the seven switches 

is ca. 22% . Similar results are obtained for the memory. 
This indicates that the load is evenly distributed among the 
switches. Similar results are obtained for the N18 and N23 
topologies (Data are not shown).

4.1.2  Second experiment—media phase

The media phase involves the switches, while the proxies 
have no role. Figure 11 illustrates the results of this phase for 
low-load, medium-load, and high-load scenarios. Z is a func-
tion of � and � . The coefficients � (resource consumption) 
and � (admission rate) are higher in Z1 and Z2, respectively. 
The optimal values of p̄𝜃

l
 , m̄𝜃

l
 , and D̄ij are given in this figure 

for 600 s. In the first 200 s, the low-load scenario is per-
formed, and then, in the second and third 200 s, the medium 
and high-load scenarios are performed, respectively. As can 
be seen, the resource consumption ( p̄𝜃

l
 and m̄𝜃

l
 ) increases 

with increasing the load over time to keep the flow admis-
sion rate constant. This increase is higher for Z2 so that in 
the third scenario, no admission rates of more than 78% are 
achieved by the total resource consumption (Fig. 11a, b ).

4.1.3  Third experiment—low‑cost route

To investigate the complementary constraints in Eqs. (33) 
and (34), the cost of links ( �kl ) for the N10 topology is 
assumed as follows (Fig. 12).

Figure 13 shows the traffic of the links between the source 
(node 1) and destination (node 6) provided that they pass 
at least one proxy (proxy 8). In Scenario 1, traffic passes 
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through links L1-8, L8-3, L3-2, and L2-6 (Fig. 13). Accord-
ing to Fig. 12, the least expensive route between nodes 1 and 
6 is L1-8, L8-3, L3-2, and L2-6 (route cost = 19). There-
fore, the controller is capable of transferring the traffic from 
the least expensive route correctly in the low-load scenario. 
However, in medium and high-load scenarios, traffic passes 
through L1-8, L8-3, L3-2, L8-2, and L2-6 (Fig. 13). That 
is, traffic is divided between the two routes of L8-3, L3-2, 
and L8-2. Although this is not the least expensive route, it 
is the optimal answer since the objective function (Eq. 34) 

considers the resource consumption reduction in addition to 
reducing the cost of the route (Fig. 14).

The admission rate is 100% for all three scenarios, from 
node 1 to node 6. The proposed mathematical model maxi-
mizes the objective function, so it considers not only a 
reduction in the cost of the route but an increase in admis-
sion rate and a reduction in resource consumption (Eq. 34). 
Therefore, as can be seen in Fig. 14, the consumption of the 
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resources is balanced. This phenomenon is also obvious in 
Fig. 13 since the load is divided between L8-3, L3-2, and 
L8-2 in Scenario 3. As mentioned before, this is to maximize 
the objective function, which is the weighted sum of the 
route cost, node resources, and admission rate.

4.1.4  Fourth experiment—Energy saving

To investigate the complementary constraints of energy 
(Eqs. 35 to 39), we evaluate the power consumption. Fig-
ure 15 shows the optimal values of e�

l
 and Cij for different 

states of T, as well as three scenarios and three topolo-
gies. T is a function of � and � , which are the weights of 
“throughput” and “proxy power” in the objective function 
(Eq.  35), respectively. So, a trade-off between through-
put and power is expected. As can be seen in Fig. 15, 
by moving from a low-load to a high-load scenario, the 
call admission rate increases in addition to an increase in 
power consumption. The same pattern is observed by mov-
ing from T1 to T4. In all the three topologies, although call 
admission rates are almost the same, the power consump-
tions are different. This is because the number of proxies 

Table 2  Resource consumption 
of switches in N10 topology (%)

Scenario 1 Scenario 2 Scenario 3

G1 G2 G3 G4 G1 G2 G3 G4 G1 G2 G3 G4

Switch1 CPU 2 12 22 22 5 42 60 70 8 47 70 78
Switch2 CPU 3 11 23 23 5 41 62 69 7 46 71 79
Switch3 CPU 2 11 22 22 6 40 62 69 8 46 70 77
Switch4 CPU 3 13 21 22 4 43 63 68 7 45 72 76
Switch5 CPU 2 11 22 22 5 44 60 70 7 48 70 75
Switch6 CPU 3 10 21 23 6 42 61 69 6 46 71 77
Switch7 CPU 2 12 20 22 4 41 62 70 8 45 73 74
Switch1 memory 6 64 128 128 15 196 344 418 48 298 412 472
Switch2 memory 7 64 128 126 14 199 343 417 47 298 410 471
Switch3 memory 5 63 127 126 16 198 342 416 46 297 411 470
Switch4 memory 6 62 125 128 14 200 344 418 48 296 413 472
Switch5 memory 7 66 128 125 15 197 342 417 47 295 411 473
Switch6 memory 7 61 125 128 16 196 344 420 46 298 410 472
Switch7 memory 5 62 126 124 15 196 343 418 48 297 411 470

Fig. 12  The cost of links ( �kl ) in N10 topology
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varies in the three topologies, and consequently, the power 
consumption varies (Fig. 15a).

Figure 16 shows the optimal values of e�
l
 and Dij for 

different states of U. The function U depends on � and � , 
which are the weights of “throughput” and “switch power” 
in the objective function (Eq. 35), respectively. Figs. 15 
and 16 have similar trends, except that the switches con-
sume almost less power.

4.2  Experimental results

In this section, a prototype of the proposed design is imple-
mented (Fig. 17). In the test platform, we use Open vSwitch 
v2.4.1 and Floodlight v1.2 to implement the OpenFlow 
switch and controller, and then, modify them according 
to what was described in the proposed approach section. 
Floodlight is a Java-based controller. Open vSwitch is a vir-
tual switch that supports the OpenFlow protocol. We use 
Kamailio v4.3.6 open-source software to implement SIP 
proxies equipped with the OpenFlow module. We use SIPp 
to implement user factors. Oprofile software has also been 
used to monitor resource consumption. The iperf is used for 
packet transfer at a fixed rate if the injection of background 
traffic among proxies is required. Furthermore, network 

packets are monitored using Wireshark software. We per-
form each experiment three times and report the average 
as a result. The algorithms for comparing the performance 
of the proposed approach are HWAR, FWAR (Montaze-
rolghaem et al. 2017), and TLWL (Jiang et al. 2012). The 
TLWL algorithm sends a new call request to the SIP proxy 

Fig. 15  Power consumption and admission rate of proxies Fig. 16  Power consumption and admission rate of switches
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with minimum load using a load balancer. In this algo-
rithm, counters determine the total weighted transactions 
allocated to each SIP proxy, and the new call is allocated 
to the proxy that has the lowest counter number. In TLWL-
1.75, the transaction weight of Bye and Invite is 1.0 and 
1.75, respectively. As previously mentioned, the FWAR and 
HWAR algorithms are proposed for load distribution by the 
load balancer. These algorithms use the window and the 
response times of the proxies to estimate the load of the 
proxies. In the FWAR algorithm, the window size is fixed. 
However, in HWAR, a history of response times is kept in 
the windows using a mathematical model. All three algo-
rithms considered for comparison are distributed.

The results are presented at the two levels of infrastruc-
ture and control separately. At the infrastructure level, we 
evaluate the performance of proxies and switches in signal-
ing and media phases. At the control level, we evaluate the 
performance of the controller.

4.2.1  Infrastructure level

The infrastructure includes proxies and switches in the 
OpenFlow, which their performance is discussed in signal-
ing and media phases.

Signaling phase: Evaluation criteria in the signaling 
phase include throughput, latency, retransmission rate of 
Invite, and resource consumption of proxies, which are 
investigated below.

Throughput over time: Throughput is the number of 
successful calls per unit of time. Figure 18 shows a com-
parison of the performance of the proposed method with 
that of the HWAR, FWAR-20, and TLWL-1.75 algorithms 
over time. In this experiment, the offered load is 2000 calls 
per second (cps) over 200 seconds. The throughput of the 
proposed method is very close to the offered load, which 
indicates that the SDN-based framework is capable of 
achieving very high throughputs. The throughput of the pro-
posed method in 200 s is more than that of the comparison 

algorithms. The TLWL-1.75 algorithm has the lowest 
throughput, which is because of its fully distributed nature 
as well as its lack of full knowledge of proxy resources.

Latency over time: Fig. 19 shows the average response 
time over 200 s. The response time for each request is the 
time period between sending the Invite message to the 
selected proxy and the receipt of the corresponding 200 
OK message. As can be seen, the latency of the proposed 
method is less than 10 ms. This value varies from 100 to 
1000 ms in other methods, which is very high compared to 
the latency of the proposed method and has adverse effects 
on the quality of service of the call.

Throughput at different offered loads: In this experi-
ment, the offered load starts from 1000 cps and increases 
linearly up to 6000 cps. As can be seen in Fig. 20, through-
put of the proposed method also has a linear increasing 
trend, similar to the offered load. In contrast, other meth-
ods suffer from a drop in throughput at different offered 
loads. For example, a drop in the HWAR method starts at 
5000 cps and continues until it reduces to zero. This drop 
starts at earlier points for the FWAR-20 and TLWL-1.75 
methods (at 4500 cps and 4000 cps, respectively). Drop 
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in the throughput is a sign of overload. The consequences 
are such that it is not possible to return the normal situa-
tion, and the decreasing trend of the throughput continues.

Latency at different offered loads: Latency is another 
consequence of overload. Figure 21 shows the latency of 

the methods at different offered loads. As can be seen, 
the latency in the proposed method, even in high load, is 
less than 10 ms. In contrast; comparison methods exert an 
increase in latency by increasing the offered load.
Invite retransmission rate at different offered loads: 

As the overload occurs and proxies do not respond, the 
number of requests that are re-transmitted increases, which 
intensifies the overload (Fig. 22). The retransmission rate 
in the proposed method is almost zero since the throughput 
increases by increasing the offered load (Fig. 20) and does 
not suffer from overload. However, other methods, when 
they face a drop in the throughput, their retransmission rate 
increases. For example, the HWAR method faces a drop at 
5000 cps (Fig. 20), and its retransmission rate increases rap-
idly at this point.

Proxy resources at different offered loads: The lack of 
sufficient resources for the process of messages is the reason 
for the overload. As can be seen in Table 3, none of the pro-
cessors of the proxies is saturated in the proposed method. 
However, the processor of the proxies in the HWAR, FWAR-
20, and TLWL-1.75 methods is saturated at 5000, 4500, and 
4000 cps, respectively. This results in a drop in throughput 
and an increase in latency and retransmission rate.

Increasing the number of topology nodes: We per-
formed several experiments to check the scalability with 
respect to the number of network nodes, which are presented 
below. Given the limited time we had to do so, we did some 
excruciating work on a very tight schedule to make sure that 
the experiments are precise and fair. In this experiment, the 
number of network nodes increases from 10 to 100 (N10 to 
N100). Figure 23 shows the throughput results. The pro-
posed method is scalable up to N100. But the degree of 
scalability of other methods is less. For example, the HWAR 
method is scalable to N71. The degree of scalability of the 
FWAR-20 and TLWL-1.75 methods is even lower (N64 and 
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Table 3  CPU consumption of 
proxies in different methods (%)

Offered load (cps)

1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000

Proposed
method

P1 12 21 27 34 43 56 62 70 77 84 95
P2 12 20 26 35 43 55 62 70 77 85 95
P3 13 21 27 35 43 55 61 69 77 85 94

HWAR P1 13 24 29 38 37 59 68 74 100 100 100
P2 20 12 20 27 40 50 61 64 100 100 100
P3 12 22 18 37 47 44 58 61 100 100 100

FWAR-20 P1 22 29 37 44 59 56 78 100 100 100 100
P2 12 20 27 32 39 60 80 100 100 100 100
P3 24 28 39 40 58 67 86 100 100 100 100

TLWL-1.75 P1 20 29 39 49 69 86 100 100 100 100 100
P2 12 10 29 48 71 92 100 100 100 100 100
P3 31 33 37 28 55 74 100 100 100 100 100



12998 A. Montazerolghaem 

1 3

N55, respectively). This is because the proposed method is 
based on the SDN concept and is more aware and integrated 
than the entire network resources. In this case, it can man-
age more nodes. Of course, the proposed method also has 
a degree of scalability, which is more than the other three 
methods.

Media phase: In the media phase, we investigate the per-
formance of switches. Table 4 shows the initiated media and 
latency of switches in different methods in this phase. The 
media initiated by the proposed method is 100% regardless 

of the offered load. However, other methods, because of 
trapping in overload, cannot initiate the total media. For 
example, the HWAR method is not capable of initiating the 
100% of media after a load of 5000 cps, because as we saw 
in the previous section, it faces an overload at 5000 cps. 
Besides, the latency in media initiating depends on traf-
fic and increases exponentially when facing overload. The 
latency in the proposed method is less than 13 ms in the 
media phase, while the latency in the HWAR method, for 
example, increase from 34.5 ms to 112.4 ms at 5000 cps.

Finally, the routes of signaling and media traffic for two 
sessions are shown as examples in Fig. 24. The first session 
is between C2 and C4 ( C24 ), while the second session is 
between C1 and C3 ( C13 ). The signaling route is selected so 
that it passes through at least one proxy as long as it satis-
fies the constraints of the proposed model. The media route 
only includes switches. The routing is based on the proposed 
linear programming model, according to the resources. The 
first signaling route is C2-S1-S3-S8-P2-S10-C4. In this ses-
sion, the traffic has passed the proxy 2 (P2). The media traf-
fic route in this session is C2-S1-S5-S7-S10-C4. It seems 
that even in terms of the number of hops, appropriate routes 
have been selected.
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Table 4  Initiated media and latency in switches in the media phase

Offered load (cps)

1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000

Media established (%) Proposed method 100 100 100 100 100 100 100 100 100 100 100
HWAR 100 100 100 100 100 100 100 100 84 72 61
FWAR-20 100 100 100 100 100 100 100 82 69 55 41
TLWL-1.75 100 100 100 100 100 100 80 61 49 38 22

Delay (ms) Proposed method 2.3 3.7 4.5 5.8 6.1 7.5 8.7 9.9 10.1 11.3 12.6
HWAR 3.3 5.4 7.5 10.3 13.5 16.3 23.5 34.5 112.4 245.3 398.4
FWAR-20 3.4 6.3 7.7 11.2 15.3 17.4 35.8 116.4 278.4 399.9 521.3
TLWL-1.75 4.1 5.2 8.4 15.3 18.4 31.5 119.5 298.5 463.6 857.9 1467.8
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4.2.2  Control level

The control level includes the proposed OpenFlow control-
ler, which its performance is discussed.

OpenFlow Controller - Scalability: One of the most impor-
tant evaluation criteria in the control level is controller scal-
ability. Therefore, an experiment was designed to assess the 
scalability of the controller by increasing the offered load. 
Figure 25 shows that the proposed controller is scalable up 
to 8000 cps which means that the throughput of the controller 
increases by increasing the load up to 8000 cps and then starts 
to drop. This high throughput indicates the excellent scalability 
of the proposed controller, and the modules designed in the 
controller (simple NRC, CRC, and linear optimizer modules) 
do not impose excessive overhead on the controller.

5  Conclusions and future work

The overload of SIP proxies is one of the critical limitations 
of MoIP networks, which causes the saturation of resources 
due to improper routing of call requests in the application 
layer, and as a result, a severe drop in performance. Besides, 
in the media phase, the lack of centralized routing reduces 
the performance of switches and network throughput. This 
study provides an SDN-based framework for upgrading SIP 
networks to address these problems. In this regard, in the con-
trol layer, we designed an OpenFlow controller with three 
modules, namely, optimizer, CRC, and NRC, which manages 
the resources of proxies and switches centrally. OpenFlow 
proxies have joined the OpenFlow switches in the infrastruc-
ture layer. The optimizer module was designed based on the 
proposed linear programming models, the constraints of which 
are resource consumption and routing. Complementary con-
straints are also proposed to consider the cost of the link and 
power consumption. To evaluate the performance of the pro-
posed framework, we first simulated it and then implemented 
it in a real experiment platform. Various experiments were 
performed in three scenarios and topologies. The performance 
of the proposed method is also compared with that of several 
conventional algorithms. The results show improvements in 
throughput, latency, and resource consumption in both sign-
aling and media phases. For future work, we will generalize 
and develop mathematical models for the optimal allocation 
of resources for all network equipment in general. We will also 
equip the proposed framework with network functions virtu-
alization (NFV) technology. In this case, the resources will be 
available virtually and on-demand. We will also implement 
the proposed method in the IP multimedia subsystem (IMS) 
using OpenIMS.

Appendix A

Theorem: Simultaneous control of overload in media and 
signaling for a set of n > 2 SIP proxy servers with limited 
CPU and memory resources is in the form of a mixed-integer 
nonlinear program (MINLP).

Proof: Let Bij

kl
 be a binary variable. Assume that Bij

kl
= 1 

denotes that a call request from proxy server i to proxy j could 
be transmitted from proxy k to proxy l and Bij

kl
= 0 denotes that 

proxy servers k and l do not participate in transferring request 
from proxy i to proxy j. Given the limited resources in the 
servers, the optimal values of Cij , Dij , D̄ij , Xij

kl
 , and Yij

kl
 could be 

obtained through the following MINLP model:
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(A1)

max 𝛾(

∑n

i=1

∑n

j=1
Cij

∑n

i=1

∑n

j=1
ℂij

) + 𝜌(

∑z

i=1

∑z

j=1
Dij

∑z

i=1

∑z

j=1
𝔻ij

)

+ 𝜁(

∑z

i=1

∑z

j=1
D̄ij

∑z

i=1

∑z

j=1
�̄�ij

)

(A2)Cij ≤ ℂ
ij,∀i, j ∈ R

(A3)Dij ≤ �
ij,∀i, j ∈ S

(A4)D̄ij ≤ �̄
ij,∀i, j ∈ S

(A5)
n
∑

k=1

B
ij

kv
X
ij

kv
=

n
∑

u=1

Bij
vu
Xij
vu
,∀i, j, v ∈ R, i ≠ v, j ≠ v

(A6)
z

∑

k=1

B
ij

kv
X
ij

kv
=

z
∑

u=1

Bij
vu
Xij
vu
,∀i, j, v ∈ S, i ≠ v, j ≠ v

(A7)
z

∑

s=1

B
ij

sl
Y
ij

sl
=

z
∑

e=1

B
ij

le
Y
ij

le
,∀i, j, l ∈ S, i ≠ l, j ≠ l

(A8)
n
∑

k=1

Biv
kv
Xiv
kv
= Civ,∀i, v ∈ R, i ≠ v

(A9)
n
∑

u=1

Bvj
vu
Xvj
vu
= Cvj,∀j, v ∈ R, j ≠ v

(A10)
z

∑

k=1

Biv
kv
Xiv
kv
= Div,∀i, v ∈ S, i ≠ v



13000 A. Montazerolghaem 

1 3

(A11)
z

∑

u=1

Bvj
vu
Xvj
vu
= Dvj,∀j, v ∈ S, j ≠ v

(A12)
z

∑

s=1

Bil
sl
Yil
sl
= D̄il,∀i, l ∈ S, i ≠ l

(A13)
z

∑

e=1

B
lj

le
Y
lj

le
= D̄lj,∀j, l ∈ S, j ≠ l

(A14)Xii
kv
= Y

jj

sl
= 0,∀i, k, v ∈ R,∀j, s, l ∈ S

(A15)Xiv
ki
= Y

js

lj
= 0,∀i, k, v ∈ R,∀j, s, l ∈ S

(A16)

�1C
vv + �2(

n
∑

i=1

n
∑

j=1

n
∑

k=1

B
ij

vk
X
ij

vk

+

n
∑

i=1

n
∑

j=1

n
∑

k=1

B
ij

kv
X
ij

kv
) ≤ P�

v
,∀v ∈ R

(A17)

�1C
vv + �2(

n
∑

i=1

n
∑

j=1

n
∑

k=1

B
ij

vk
X
ij

vk

+

n
∑

i=1

n
∑

j=1

n
∑

k=1

B
ij

kv
X
ij

kv
) ≤ M�

v
,∀v ∈ R

(A18)
�(

z
∑

i=1

z
∑

j=1

z
∑

k=1

B
ij

vk
X
ij

vk
+

z
∑

i=1

z
∑

j=1

z
∑

k=1

B
ij

kv
X
ij

kv
)

≤ P�

v
,∀v ∈ S

(A19)
�(

z
∑

i=1

z
∑

j=1

z
∑

k=1

B
ij

vk
X
ij

vk
+

z
∑

i=1

z
∑

j=1

z
∑

k=1

B
ij

kv
X
ij

kv
)

≤ M�

v
,∀v ∈ S

(A20)
𝜉(

z
∑

i=1

z
∑

j=1

z
∑

s=1

B
ij

ls
Y
ij

ls
+

z
∑

i=1

z
∑

j=1

z
∑

s=1

B
ij

sl
Y
ij

sl
)

≤ P̄𝜃

l
,∀l ∈ S

(A21)
𝜂(

z
∑

i=1

z
∑

j=1

z
∑

s=1

B
ij

ls
Y
ij

ls
+

z
∑

i=1

z
∑

j=1

z
∑

s=1

B
ij

sl
Y
ij

sl
)

≤ M̄𝜃

l
,∀l ∈ S

(A22)B
ij

kl
− Lkl ≤ 0,∀i, j, k, l

V a r i a b l e s :  B
ij

kl
∈ {0, 1},Cij,Dij, D̄ij,X

ij

kl
, Y

ij

kl
, 

P𝜙
v
,P𝜃

v
, P̄𝜃

l
,M𝜙

v
,M𝜃

v
, M̄𝜃

l
≥ 0,∀i, j, k, l

Although the objective function is linear, the nonlinear 
constraints and the binary variables Bij

kl
 render the model 

an MINLP which is generally NP-hard and unsolvable in 
polynomial time. To overcome this drawback, we propose 
certain modifications, which remove the nonlinearity and 
allow the problem to take the form of an LP (Section 3.2).
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